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BACKGROUND

Computing Derivatives of Composite Expressions
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Chain Rule
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Jacobian
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SOME METHODS OF DIFFERENTIATION

Finite Differences
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SOME METHODS OF DIFFERENTIATION

Symbolic Differentiation
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Automaric DIFFERENTIATION (AD)

Intuition
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'1c DIFFERENTIATION (AD)

f(x):
v=Xx
fori=1to3
v =4dxux(1 - v)
return v

or, in closed-form,
£(x)

x):
return B4xxk (1-x) % ((1-2%x)"2)
* (1-8Hx+8*x*x) 2

Symbolic
Differentiation
of the Closed-form|

Automatic
Differentiation

A

umerical
ifferentiation

£70x):
(v,dv) = (x,1)
fori=1to3
(v,dv) = (4*v*(1-v), 4*dv-8*v*dv)
return (v,dv)

£’ (x0) = f*(x0)

Exact

£2(x):
return 128*x*(1 - x)*(-8 + 16%x)
*((1 - 2%x) "2)* (1 - 8x + B*x*x)
+64x(1 - x)*((1 - 2%x)"2)*((1
- 8xx + 8x*x)"2) - (64*x*(1 -
2%x) "2)* (1 - 8%x + 8kx*x) "2 -
256%x0+ (1 - x)*(1 - 2*%x) * (1 - 8*x
+ Bxx*x) "2

£ (xg) f(zo
Exact

UGk
h =0.000001
return (f(x+h) - £(x)) /h

£ (x0) ~ f'(w
Approximat

Figure taken from Automatic differentiation in machine learning: A survey

oy




AvuTtomaric DIFFERENTIATION (AD)

f(z1,x2) = In(x1) + 1 * 22 — sin(x2)

Computational graph for f(z1, z2)

Figure taken from Automatic differentiation in machine
learning:

A survey

V-1 =171 Vo = T2
V1 = [!!(1,‘,]> Vg = V_179
vg = sin(vg) vy = V1 + Vo
Uy = U4 — U3



Intuition
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OMATIC DIFFEREN

Example
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Complexity
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AvuTomatic DIFFERENTIATION (AD)

m AD in reverse-mode corresponds to a generalized back
propagation algorithm, in that it propagates derivatives
backward from a given output.

® This is done by complementing each intermediate variable v;
with an adjoint g—%, which represents the sensitivity of a
considered output y; w.r.t changes in v;.

® Method -

» Original function code is run forward, populating intermediate
variables v; and recording dependencies in the computational
graph in a book-keeping procedure

» Derivatives are calculated by propagating adjoints in reverse, from
outputs to inputs

m For cases f: R" — R™, where n > m, reverse mode AD
performs well computationally.

@l University of Colorado Boulder




Example
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Computational

@T University of Colorado Boulder



Memory
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Source Code Transformation
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AUTOMAT

'1¢ DIFFERENTIATION (AD)

Return the final gradient

X
a
b

c=a+
return ¢

Figure source: https:

github.com/google/tangent




Tracing or Operator Overloading
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AUTOMAT

'1¢ DIFFERENTIATION (AD)

Ahead-of-time autodiff

TensorFlow
Theano

Model is a Model is
Data Structure Code
TF Eager
PyTorch
Autograd

Chainer

Runtime autodiff

Different approaches and styles of modem deep leaming libraries.
Not drawn to scale!

Figure source: https://github.com/google/tangent
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