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WEIGHT INITIALIZATION

Xavier Initialization
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WEIGHT INITIALIZATION

Xavier Initialization
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https://arxiv.org/abs/1502.01852

AcTtivaTrioN FUNCTIONS

m Activation function :
y = max(0, z)
® Derivative :
@ 0 2<0
0z 1 otherwise

Advantages

® Fast to compute activations and derivatives.

® No squashing of back propagated error signal as long as unit is
activated.

Disadvantages

m Can potentially lead to exploding gradients and activations.

m Units that are never activated above threshold won’t learn.
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AcTtivaTrioN FUNCTIONS

m Activation function :

z z>0
(0% 4 ()th('JJ'IUZS(;’

® Derivative :

2);1/{1 z>0

3 o otherwise

0z

f@)=ay

Reduces to standard ReLLU if « =0
Trade off

B o = ( leads to ineffecient use of resources.
B o = 1 lose non-linearity essential for interesting computation.

® See also: https://arxiv.org/abs/1502.01852, He et al -

Parametric ReLU (PReLU)
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ActivaTtioNn FUNCTIONS

m Activation function :
y = In(1l+ e?)

® Derivative :

dy 1 .

— = —— = logistic(z

0z 1+e* ogistic(z)
Advantages

® Defined everywhere

® Zero only for z — —o0

softplus
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ActivaTtioNn FUNCTIONS

m Activation function :

T z>0
o= ale* — 1) otherwise

® Derivative :

oy o 1 z>0
0z | y+a otherwise

Reduces to standard ReLU if «




AcTtivaTrioN FUNCTIONS

m Activation function :

r—w

%)

y = exp(—

Sparse Activation

® Many units just don’t learn.

B Same issues as ReLLU

Clever schemes to initialize weight

B E.g. set w near clusters of 2’s



NORMALIZA'

Input Normalization
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NORMALIZATION

m Curvature (elongation) along wi-axis is
determined by Y~ X? (or, average value of
X? across training inputs)

m Curvature (elongation) along we-axis is
determined by Y, X3 (or, average value of

X22 across training inputs)
True whether w; and ws are in same or different layers.
® We want activations of the units in the input layer to have the
same center and scale.

® We want activations of units in different layers to have the same
center and scale.
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NORMALIZA'

Input Normalization
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NORMALIZATION |

Batch Normalization (BN)
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NORMALIZA'

Batch Normalization
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Loss FuncTions

Squared Error Loss
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Loss FuncTions

Logistic/Sigmoid versus Tanh
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Loss FuncTions

Cross Entropy Loss
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Loss FuncTions

Squared Error vs. Cross Entropy
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Loss FuncTions

Softmax
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Loss FuncTions

Derivatives of Categorical Outputs
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OPTIMIZATION ALGORITHMS

Adagrad
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OPTIMIZATION ALGORITHMS

RMSProp
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OPTIMIZATION ALGORITHMS

Adam

@T University of Colorado Boulder



OPTIMIZATION ALGORITHMS

Adam
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HEURISTICS | Liarvie R

Setting the Learning Rate
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HEURISTICS | Liarvie R

Setting the Learning Rate
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HEURISTICS

Early stopping with a validation set.

® Hidden units all try to grab
the biggest sources of error.

®m As training proceeds, they
start to differentiate from one
another

m Effective number of free
parameters (model
complexity) increases with
training
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Fixed data size

High variance

Model Complexity

Figure source: https:
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CHALLENGES

Challenges in Optimization
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