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OVERVIEW

▸ Latent Semantic Analysis, Deerwester et al, 1988 [link] [wikipedia] 

▸ A Neural Probabilistic Language Model, Bengio et al, 2003 [link] 

▸ Recurrent Neural Network-Based Language Model, Mikolov et al, 2010 [link] 

▸ Linguistic Regularities in Continuous Space Word Representations, Mikolov et al, 2013 [link] 

▸ Distributed Representations of Words and Phrases and their Compositionality, Mikolov et al, 2013 
[link] 

▸ Murad Chowdhury presents: Attention is All you Need, Vaswani et al 2017 [link] 

▸ GLUE Benchmark [link] 

▸ Deep Contextualized Word Representations, Peters et al, 2018 [link] 

▸ Improving Language Understanding by Generative Pre-Training, Redford et al, 2018 [link] (GPT) 

▸ BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, Devlin et al, 2018 
[link]

http://lsa.colorado.edu/papers/JASIS.lsi.90.pdf
https://en.wikipedia.org/wiki/Latent_semantic_analysis
http://www.jmlr.org/papers/v3/bengio03a.html
https://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf
https://www.aclweb.org/anthology/N13-1090
http://papers.nips.cc/paper/5021-distributed-representations-of-words-andphrases
http://papers.nips.cc/paper/7181-attention-is-all-you-need
https://gluebenchmark.com/
https://aclweb.org/anthology/N18-1202
https://openai.com/blog/language-unsupervised/
https://arxiv.org/abs/1810.04805


LATENT SEMANTIC ANALYSIS

TERM-DOCUMENT MATRIX

THE DOCTOR PRESCRIBED MEDICINE TO THE PATIENT. 
THE PHYSICIAN PRESCRIBED ANTIBIOTICS. 

 THE DOCTOR WAS PATIENT WITH HER CHILD.

Consider a corpus consisting of 
three sentences. Each sentence is 
considered a document.

       Term  Doc1  Doc2  Doc3

antibiotics  0 1 0

      child  0 0 1

     doctor  1 0 1

        her  0 0 1

   medicine  1 0 0

    patient  1 0 1

  physician  0 1 0

 prescribed  1 1 0

        the  2 1 1

         to  1 0 0

        was  0 0 1

       with  0 0 1

This can be represented as a term-
document matrix with terms as rows and 
documents as columns. Let’s call it X.

X ∈ ℝ|V|×|D|

where
|V | : The number of words in the vocabulary
|D | : The number of documents in the corpus



LATENT SEMANTIC ANALYSIS

SYNONYMY        Term  Doc1  Doc2  Doc3

antibiotics  0 1 0

      child  0 0 1

     doctor  1 0 1

        her  0 0 1

   medicine  1 0 0

    patient  1 0 1

  physician  0 1 0

 prescribed  1 1 0

        the  2 1 1

         to  1 0 0

        was  0 0 1

       with  0 0 1

SIMILAR WORDS, DIFFERENT 
REPRESENTATIONS.

Synonyms have the same referent but 
different forms. In e.g. English, the forms 
would be spelled differently, whereas in 
e.g. Chinese the forms would be different 
characters.

xdoctor xphysician = 0

In a term-document matrix, the dot product 
of the row vectors of synonymous terms is



LATENT SEMANTIC ANALYSIS

POLYSEMY

DIFFERENT WORDS, SAME 
REPRESENTATION.

       Term  Doc1  Doc2  Doc3

antibiotics  0 1 0

      child  0 0 1

     doctor  1 0 1

        her  0 0 1

   medicine  1 0 0

    patient  1 0 1

  physician  0 1 0

 prescribed  1 1 0

        the  2 1 1

         to  1 0 0

        was  0 0 1

       with  0 0 1

A polysemous word has multiple meanings, 
depending on context.

Here, the dot product of a 
polysemous word with itself is

xpatient xpatient = 1
and the masked dot product of two documents 
containing different meanings of a polysemous 
word

xdoci
xdocj

= 1



LATENT SEMANTIC ANALYSIS

HANDLING SYNONYMY WITH SINGULAR VALUE DECOMPOSITION

X = UΣVT

Orthogonal matrix with 
left singular vectors 
(each row corresponds 
to a  term). Diagonal matrix with 

singular values.

Orthogonal matrix richt 
singular vectors (each 
column corresponds to a 
document).

X ∈ ℝ|V|×|D|

U ∈ ℝ|V|×K

Σ ∈ ℝK×K

VT ∈ ℝK×|D|

THIS DOES NOT HELP WITH POLYSEMY.

Reduced rank SVD 



A NEURAL PROBABILISTIC LANGUAGE MODEL

BENGIO ET AL, 2003 [LINK]
‣ Associate a distributed 

representation (a vector) 
with each word in the 
vocabulary. 

‣ To predict the next word, 
express the joint probability 
of word sequences in terms 
of the feature vectors of 
these words in the 
sequence. 

‣ Simultaneously learn the 
distributed representations 
and the parameters of the 
classifier.

http://www.jmlr.org/papers/v3/bengio03a.html


A NEURAL PROBABILISTIC LANGUAGE MODEL

BENGIO ET AL, 2003 [LINK]

‣ Results on the Brown 
corpus. 

‣ Direct indicates whether 
there are direct connections 
from input to output. 

‣ Mix indicates whether 
network output probability 
and trigram-model 
probability are averaged.

http://www.jmlr.org/papers/v3/bengio03a.html


RECURRENT NEURAL NETWORK-BASED LANGUAGE MODEL

MIKOLOV ET AL, 2010 [LINK]

x(t) = w(t) + s(t − 1)

sj(t) = f(∑
i

xi(t)uji)
yk(t) = g(∑

j

sj(t)vkj)
f(z) =

1
1 + e−z

g(zm) =
ezm

∑k ezk



LINGUISTIC REGULARITIES IN CONTINUOUS SPACE WORD REPRESENTATIONS

MIKOLOV ET AL, 2013 [LINK]

y = xb − xa + xc

Given unit-normalized distributed word representations learned by a recurrent 
network, and given an analogy question a:b  c:d, take the word embeddings x_i 
for words a, b, c, d and compute:

Then find the nearest word w* to y.

w* = argmaxw
xwy

| |xw | | | |y | |

Then plug w* into the analogy to complete it. If w* is c, the model completes the analogy correctly.

https://www.aclweb.org/anthology/N13-1090


LINGUISTIC REGULARITIES IN CONTINUOUS SPACE WORD REPRESENTATIONS



EFFICIENT ESTIMATION OF WORD REPRESENTATIONS IN VECTOR SPACE - 
WORD2VEC

MIKOLOV ET AL, 2013 [LINK]

A more efficient way of computing word2vec — called negative sampling — 
was introduced later in 2013 [link]. What’s inefficient about the above?

https://arxiv.org/abs/1301.3781
http://papers.nips.cc/paper/5021-distributed-representations-of-words-andphrases


GLUE BENCHMARK

What might explain the slope of Turkey-Ankara?



DEEP CONTEXTUALIZED WORD REPRESENTATIONS

PETERS ET AL, 2018 [LINK]

▸ Basic idea: use bidirectional 
language model to obtain 
contextual word representations. 

▸ Transfer features from all layers 
of network to supervised tasks. 

▸ Obtain SOTA performance!

For a given supervised task, the non-
contextual embeddings and contextual 
hidden states are reweighted using a 
softmax s^task to create a task-specific ELMo 
vector.

https://aclweb.org/anthology/N18-1202


ATTENTION IS ALL YOU NEED - THE TRANSFORMER

MURAD CHOWDHURY PRESENTS



GLUE BENCHMARK

WANG ET AL, 2019 [LINK]
The GLUE Benchmark has two parts. The first is a set of datasets 
for different tasks (see below). These datasets vary in size and all 
have pre-allocated test sets. The training sets can be used in a  
multitask learning setting.

https://openreview.net/pdf?id=rJ4km2R5t7


GLUE BENCHMARK

WANG ET AL, 2019 [LINK]
The second part is a set of diagnostic tests. These have no training set. 
They are intended for evaluation purposes only, and they test features 
of language that are considered essential to natural language 
understanding.

https://openreview.net/pdf?id=rJ4km2R5t7


BERT: PRE-TRAINING OF DEEP BIDIRECTIONAL TRANSFORMERS FOR 
LANGUAGE UNDERSTANDING

DEVLIN ET AL, 2018 [LINK]

BERT is fully bi-directional. ELMO is two independent LSTMs consuming a sentence 
and its reverse. OpenAI GPT is a forward-only transformer. 

BERT is trained like a Cloze test. 

        The other day I was on a _____ in the park and I saw a squirrel. 

Except that multiple words are deleted. Unlike a de-noising autoencoder, which is 
trained to reconstruct the input completely, BERT is trained to predict only the 
missing words.



BERT: PRE-TRAINING OF DEEP BIDIRECTIONAL TRANSFORMERS FOR 
LANGUAGE UNDERSTANDING

DEVLIN ET AL, 2018 [LINK]

https://arxiv.org/abs/1810.04805


GLUE BENCHMARK AS OF APRIL 2019


