CSCI 5922 - NEURAL NETWORKS AND
DEEP LEARNING

RECENT ADVANCES IN DEEP LEARNING
FOR NATURAL LANGUAGE PROCESSING



OVERVIEW

» Latent Semantic Analysis, Deerwester et al, 1988 [link] [wikipedia]

» A Neural Probabilistic Language Model, Bengio et al, 2003 [link]

» Recurrent Neural Network-Based Language Model, Mikolov et al, 2010 [link]

» Linguistic Regularities in Continuous Space Word Representations, Mikolov et al, 2013 [link]

» Distributed Representations of Words and Phrases and their Compositionality, Mikolov et al, 2013
[link]

» Murad Chowdhury presents: Attention is All you Need, Vaswani et al 2017 [link]

» GLUE Benchmark [link]

» Deep Contextualized Word Representations, Peters et al, 2018 [link]

» Improving Language Understanding by Generative Pre-Training, Redford et al, 2018 [link] (GPT)

» BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, Devlin et al, 2018
[link]


http://lsa.colorado.edu/papers/JASIS.lsi.90.pdf
https://en.wikipedia.org/wiki/Latent_semantic_analysis
http://www.jmlr.org/papers/v3/bengio03a.html
https://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf
https://www.aclweb.org/anthology/N13-1090
http://papers.nips.cc/paper/5021-distributed-representations-of-words-andphrases
http://papers.nips.cc/paper/7181-attention-is-all-you-need
https://gluebenchmark.com/
https://aclweb.org/anthology/N18-1202
https://openai.com/blog/language-unsupervised/
https://arxiv.org/abs/1810.04805

LATENT SEMANTIC ANALYSIS

TERM-DOCUMENT MATRIX [ Temm Boci " Boez  Boca

antibiotics 0] 1 0)

Consider a corpus consisting of

three sentences. Each sentence is child 0 0 1
considered a document.

doctor 1 0 1
her 0 0 1
medicine 1 0 0
. patient 1 0 1
This can be represented as a term-
document matrix with terms as rows and physician 0 1 0
documents as columns. Let's call it X.
prescribed 1 1 0
X e RIVIXIDI
where the 2 1 1
| V| : The number of words in the vocabulary
|D| : The number of documents in the corpus 0 L 0 0
was 0 0 1

with 0 0 1



LATENT SEMANTIC ANALYSIS

SYNONYMY .

antibiotics 0 1 0
Synonyms have the same referent but ,
different forms. In e.g. English, the forms child L L L
would be spelled differently, whereas in e . 1 0 1
e.d. Chinese the forms would be different
characters. her 0 0 1
medicine 1 0 0
\ physician 0 1 0
In a term-document matrix, the dot product prescribed 1 1 0
of the row vectors of synonymous terms is
the 2 1 1
Xdoctor Xphysician =0 to 1 0 0
was 0 0 1

with 0 0 1



LATENT SEMANTIC ANALYSIS

POLYSEMY —

antibiotics

doctor

A polysemous word has multiple meanings,
depending on context.

Here, the dot product of a
polysemous word with itself is

physician

Xpatient Xpatient =1

and the masked dot product of two documents

word

Xdoci Xdocj =1



LATENT SEMANTIC ANALYSIS

HANDLING SYNONYMY WITH SINGULAR VALUE DECOMPOSITION X c RIVIXIDI

o | VXK
Reduced rank SVD ~, UeR
T e RAA

X =UxvV!H Ve

AN

Orthogonal matrix richt
singular vectors (each
column corresponds to a
document).

Orthogonal matrix with
left singular vectors
(each row corresponds
to a term).

Diagonal matrix with
singular values.

THIS DOES NOT HELP WITH POLYSEMY.



i-th output = P(w, = i | context)

softmax

computation here

shared parameters
across words

index for w,_,. index for w,_» index for w,_,



http://www.jmlr.org/papers/v3/bengio03a.html
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http://www.jmlr.org/papers/v3/bengio03a.html




QUEENS



https://www.aclweb.org/anthology/N13-1090
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INPUT PROJECTION OUTPUT INPUT PROJECTION  OUTPUT

w(t-2)

Skip-gram



https://arxiv.org/abs/1301.3781
http://papers.nips.cc/paper/5021-distributed-representations-of-words-andphrases

Country and Capital Vectors Projected by PCA
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INCREASE
PREVIOUS SOTA Our  ELMo+ \ pooLuTE/

BASELINE BASELINE RELATIVE
Liu et al. (2017) 84.4 . 85.8 4.7124.9%
Chen et al. (2017) 88.6 : 88.74+0.17 0.7/5.8%
He et al. (2017) 81.7 . 84.6 3.2/17.2%
Lee et al. (2017) 67.2 : 704 3.2/9.8%
Peters et al. (2017) 91.93 +£0.19 . 9222 +0.10 2.06/21%
McCann et al. (2017) 53.7 . 54.7 £ 0.5 3.3/6.8%



https://aclweb.org/anthology/N18-1202

ATTENTION IS ALL YOU NEED - THE TRANSFORMER

MURAD CHOWDHURY PRESENTS



Corpus

CoLA
SST-2

MRPC
STS-B
QQP

MNLI

WNLI

| Train|

8.5k
67k

3.7k
7k
364k

393k
105k
2.5k

634

| Test|

1k
1.8k

1.7k
1.4k
391k

20k
5.4k
3k
146

Task Metrics
Single-Sentence Tasks

acceptability Matthews corr.
sentiment acc.

Similarity and Paraphrase Tasks

paraphrase acc./F1
sentence similarity  Pearson/Spearman corr.
paraphrase acc./F1

Inference Tasks

NLI matched acc./mismatched acc.

QA/NLI acc.
NLI acc.
coreference/NLI acc.

Domain

misc.
movie reviews

news
misc.
social QA questions

misc.

Wikipedia

news, Wikipedia
fiction books



https://openreview.net/pdf?id=rJ4km2R5t7

Coarse-Grained Categories

Lexical Semantics

Predicate-Argument Structure

Logic

Knowledge

Fine-Grained Categories

Lexical Entailment, Morphological Negation, Factivity,
Symmetry/Collectivity, Redundancy, Named Entities, Quantifiers

Core Arguments, Prepositional Phrases, Ellipsis/Implicits,
Anaphora/Coreference Active/Passive, Nominalization,
Genitives/Partitives, Datives, Relative Clauses,
Coordination Scope, Intersectivity, Restrictivity

Negation, Double Negation, Intervals/Numbers, Conjunction, Disjunction,
Conditionals, Universal, Existential, Temporal, Upward Monotone,
Downward Monotone, Non-Monotone

Common Sense, World Knowledge



https://openreview.net/pdf?id=rJ4km2R5t7

BERT (Ours) OpenAl GPT




MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE | Average
392k 363k 108k 67k 85k 5.7k 3.5k
Pre-OpenAl SOTA 80.6/80.1
BiLSTM+ELMo+Attn  76.4/76.1

OpenAl GPT 82.1/81.4
BERTgASE 84.6/83.4
BERT ARGE 86.7/85.9



https://arxiv.org/abs/1810.04805

GLUE Human Baselines

URL

GLUE Human Baselines

Microsoft D365 Al & MSR Al

MT-DNN++ (BigBird)

5

ALICE large (Alibaba DAMO NLP)

Stanford Hazy Research

Snorkel MeTaL

Anonymous Anonymous

BERT + BAM

SR {E At

SemBERT

Jason Phang

BERT on STILTs

Jacob Devlin

Neil Houlsby

BERT + Single-task Adapters

Alec Radford

Singletask Pretrain Transformer

GLUE Baselines

BiLSTM+ELMo+Attn




